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Why this meeting?
Background

= Research papers on experiments and theories of buffer size.
= Yet, no universal agreement on how big router buffers should be, and why.

= Personal confession: | have no idea what the general answer is
" |ncast
= Data centers
= For specific environments, like financial networks, SLAs, HPC, ...

Our goal

= A workshop in October/November 2019: “How Big Should Buffers be in Switches and Routers?”
= Measurements: Invite operators of large networks to perform experiments in their networks.

Theory: Invite researchers to develop theory explaining, supporting (challenging?) measurements.

Report results publicly at workshop.
Compare notes and write a report together, sharing our results to the world.
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Who we are

= Speakers from 14 companies and 2 universities
= Network operators, cloud companies, router vendors, chip vendors

" Attendees from 22 companies and 2 universities

» | et’s introduce ourselves...



Schedule for the day

10.30am — 1.30pm

Sessmn 1: Network Operators

Neda Beheshti Facebook
= Lincoln Dale Google
= TY Huang Netflix
= Honggiang Liu Alibaba
= Ken Duell AT&T
= Joel Jaeggli Fastly

[12.00 — 12.30 Lunch]

= Simon Leinen Switch

= Bob Briscoe CablelLabs

= Chuanxiong Guo Bytedance
= Igor Gashinsky Oath

1.45pm —2.45pm
Session 2: Technology Providers

= Parvin Taheri Cisco

= Francois Labonte Arista

= Golan Schzukin Dune/BCM
= Chang Kim Barefoot

3.00pm —4.00pm
Session 3: Discussion

» Conclusions Neda, Bruce, Nasser
= Actions and Next Steps Yashar, Nick



A brief history of buffer size
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Introduction
Computer the past few years and with
that growth have come severe congestion problems. For cxample, it is now common to scc

inemet gateways drop 10% of the incoming packets because of local buffer overflows.

Our investigation of some of these problems has shown that much of the cause lies in

transport protocol implementations (not in the protocols themselves): The ‘obvious’ ways.

to implement a window-based transport protocol can result in exactly the wrong behavior

i response to network congestion. We give examples of ‘wrong’ behavior and describe

some simple algorithms that can be used to make right things happen. The algorithms arc
ted

by forcing
a *packet conservation” principle. We show how the algorithms derive from this principle
they

In October of '86, the Internet had the first of what became a series of ‘congestion col-
lapses’. During this period, the data throughput from LBL to UC Berkeley (sites separated
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“Buffer size should equal
the bandwidth delay product”
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Time Evolution of a Single TCP Flow B8~ -
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B = 2TXC

Interval magnified
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B = 2T xC

Zoom View

! | |
...............................................................................................................................
rrmEriEnEn e

Sending rat




Single AIMD flow: 100% Throughput

~ w Example: 2T = 100ms, C = 10Gb/s
1. f W — ; then B = 2T XC B > 1Gbit
S E . Example: k = 1.5 Example: k = 1.14
2. If W — - thenB = 2T(k — 1)xC B >500Mbits B > 140Mbits
3. If k=1+— thenB = aC SR S
2T — B > 50Mbits

i.e. if end host knows 2T, buffer size is independent of RTT



1988

Congestion Avoidance

and Control
V) & MK

Congestion Avoidance and Control*

Van Jacobson"
Lawrence Berkeley Laboratory
Michal J. Karels?

1994

High Performance

TCP in ANSNET
CV &CS

High Performance TCP in ANSNET

Curts Villamizar <curtis Gans net>

dvanced Network & Services, Inc

2004

Sizing Router

Buffers
GA, IK, NM

Sizing Router Buffers

Universty of California at Berkeley Guido Appenzelies
November, 1988 Cheng Song <csong Ovnet ibm com> edu edu
dvantis
September 12, 1994
ABSTRACT General
Introduction Abstract 210 TCP Semen Site ) erms
22 TCP Masimum Window Size 3 Desgn, P
Computer the past few years and T port cnctnen on pece wquementsand N i
wincs of TCP' congotion contol -
tha growth have come severe congeston problems. For example, it i now commo 0 so¢ rpered by ASYET, H Lt i Keywers )
intemet gateways drop 10% of the incoming packets because of local buffer overflows. md 4 paicuir thom s 1o muppors Wgh spoed 1 PrormancePiale ' o 1 Nchiooqi. oot roter, b s, VTP
. D e g ot A widely
Our investigation of some of these problems has shown that much of the cause lies in nd-to—ad s Mewsrenens ke beeh 0k UHT 3 Qe Size Roquiremments . ,,.,,m., e B L L INTRODUCTION AND MOTIVATION
transport protocol implementations (nof in the protocols themselves): The ‘obvious’ ways iom ntaded 10 beter wndetand prformance > 1 Siee Remirome '
to implement a window-based transport protocol can result in exactly the wrong behavior s mpoed by quesing s ud s dop 3 eI ! 1 Backgrond
in response to network congestion. We give examples of ‘wrong’ behavior and describe e R3/0000 bnerd rosters oty oo Internet routers are packet switches, and therelore b
some simple agors thal can b wed 0 ke n!m mmg; happen. The algorithms are it 4 Performance Testn 5 tho amown o bufling g et gl gt e ot s
41 Tost Network Conitions 5
o . Bullers e queoeing dly ad delay-wraace; wben
12 Router Queusing Capacty o ot e, s i DRANS A v .
ke consrvion g, We o o e “lgoritms deive from this prnciple haw igh e ey oo they cunn poct s, ey v
“pac pe princip princip 3 Tl o ey can b b, have bigh oyl dge G Given e s
Summary of Tst Conditons 1 e it ety cxpectthe dynanic s
In October of '86, the Intenet had the firt of what became a srics of ‘congestion col- Sing of router bulers b wel st basd on
Iapses'. During this period, the data throughput from LBL o UC Berkeley (sites separated 5 Toat Resuits i et b et o
by 400 yards and two IMP hops) dropped from 32 Kbps t0 40 bps. We were fascinated by Sl ligh Specd Pows Rt e oy bt 3 il
why gl Flow om0+ 91 e by Vi
things had gotten 50 bed. In paticular, we wondered if the 4.33D (Berkeley UNIX) TCP Detecton (RED) algorthm [1] is teted. Performance ¢ Handom Ealy Deteton m-r.,..-.mm,,m ey o
‘was mis-behaving or if mproved with the use of RED for tests involving mul- 5 Fairaess and Delay cause of the dyamics of TCP's congestion control
‘The answer to both of these questions was “yes”. Gple Bows. With RED and queueng capacity ot o 55 Link Utlation Estimaies it —  roter e 12 i cqul 1o
—_——— . ahove the deay baadwidih product, congestion collapae the s i i of o o Ut pass
~ (2] 16500 = woided, allowing the masimm window sz 0 iy cccrnmmendations mplementad wing at, on-cip S he v, smphd by he capechy of the octrt -
‘s reference i wok,plese it 12} e arbtraty g T Meommendad ° e i st i S T e
o by the US. Department o Encrgy Number DE-ACI3- wing expaciy sreaer tha or cqual 1 the deay 7 Other Comsiderations 1 Categori ” i e e e e o T
6SF00098 bandwidth product 3nd RED a5 ecommended. RED etk cpersors fllow the rule-ok s e
s ok s spprd byt U, Deparinst o Commers, Natoral s of S, uder piespeormanc impoveaes 4l b T digle 8 Concluons u 2 st mackag) Revien 0k ot b oo (o e o
Gran Nunber 6ONANBSDOS30. o cae, bt caanot substtate for adequate queacing ing 2, The
capacty, paricniary f hgh speed fows ae to be sy cknowledgments i o vith the T complicaen roter desien,
o i igh speed B besup 9 Acknowledgments u m uw. .mw o Mw. . o e e e e
Networking Re- B e, 10Gb/a route e ity
. ..u‘“f"vfﬁi"’xy ‘s'ﬁ.fn‘,‘.?:’“é".fﬁ.‘,“ ':{‘i' o, i of bufers, and the smourt of
Coantant 1_Totroduction baficin grows ocacly with the e
» »
» »

v

2020

XL where N is the number of long-lived flows
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Synchronized Flows
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Aggregate window of all the flows has same dynamics

Therefore buffer occupancy has same dynamics
Rule-of-thumb B = 2T XC still holds.




Desynchronized TCP Flows
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Many AIMD flows: 100% Throughput

Example: 2T = 100ms,C = 10Gb/s,N =1

B > 2TXC B > 1Gbit
— AN Example: 2T = 100ms, C = 10Gb/s, N = 10,000
B = 10Mbit
[Pkis] *
| VN Q: Does B = ZZ= hold for all popular

= P ~ congestion control schemes...?




1988

Congestion Avoidance

and Control
V) & MK

Congestion Avoidance and Control*

Van Jacobson'
Lawrence Berkeley Laboratory
Michal J. Karels?
Univerity of California a Berkeley

November, 1988

Introduction

Computer the past few years and
that growth have come severe congestion problems. For example, it is now common to sec
inemet gateways drop 10% of the incoming packets because of local buffer overflows.
Our investigation of some of these problems has shown that much of the cause lies in
transport protocol implementations (not in the protocols themselves): The ‘obvious’ ways.
to implement a window-based transport protocol can result in exactly the wrong behavior
i response to network congestion. We give examples of ‘wrong’ behavior and describe
mmpkllgmmmmnunkmdlnmxkznghlmmgh . The algorithms are

ke covion’ iniple. We show how he algoritms denve from thispriniple
they

In October of '86, the Internet had the fist of what became a series of ‘congestion col-
Iapses”. During this period, the data throughput from LBL to UC Berkeley (sites separated
by 400 yards and two IMP hops) dropped from 32 Kbps t0 40 bps. We were fascinated by

1994

High Performance

TCP in ANSNET
CV &CS

High Performance TCP in ANSNET

Curts Villamizar <curtis Gans net>
Advanced Network & Services, Inc.

Cheng Song <csong Gvnet ibm com>

September 12, 1991

Abstract

This rport cocneat o e miemenle nd
o d by ANSNE

o-end o b Neve oes mede woder
om alended 1o bester wnertand pefomasee
e imposed by queseing capacites and quee d
strtegies
The 1B RS/6000 based routers currenly supporting
ANSNET pormed vy wlinthee b Menar

s B boca made whlh (b curmal mAwee and
performance eaanced st Sing TCP foms are
e 1o ke 10 /s and competng e TCP

3

.

s

Quee Size R ents
Mulipie TCP Flows

31

TCP Masimum Window Size

CP Congestion Avodance

5 Performance Pilfal

Fast Retransmit and Recovery

32 Eflects of Queweing Capacity

Performance Teating

L1 Tost Network Conditions

Test Results
51 Single High Speed Flows

2004

Sizing Router

Buffers
GA, IK, NM

Sizing Router Buffers

Guido Appenzelier
edu edu
ABSTRACT General Terms
AN otrne rovkers ontan bufler o Design, Pefomance
el ot Ty, e e o
4 ol e
vllhln n \-m-ulu m. ol ko e etk g Keywords
Internet ostr, bl e, Ter

i e sl vt o e vkl
hat cach

1. INTRODUCTION AND MOTIVATION

L1 Background
Internt rouers are packet switches, e hereors buffr
paches during Uones o congeston. Arguably, router buflers

‘who must use lage, sow, ofichip DRAMs. And queueing
dd

et Bulflrscase quiag delay and delay-variance; when
theyoverlo ey case packet s, and when thy under.

o sod cxperimentation
Routr bl are i loday b a4 ok hunts

2006

Routers with

Very Small Buffers
ME, YG, AG, NM, TR

Routers with Very Small Buffers

Miacla Enachescu’, Yashar Ganjali, Ashish Goel’, Nick McKeown', and Tim Roughgarden”
cparment of Computr Science, Sanford Uriversity
{mibacl. tim) @cs stanford.cdu
"Department of Elecrcal Engineering. Sunford University
G ...d....)um
#Dept of Managerment Sc incering, Stnford Universty
prot oy

e e e S e i i, i s e
et o iy spor iy dore ol Tt
e e T M S et i e s et
= T Tl miekt e e e
o] e
e e e L o ot s e sy
e T

i o f e . Ve ot KIT </ el i Sty v bl
our i with snbys s0d 3 varityof semlations. The I s paper; and how we could il

ot e o puce puckt ictions from s o only 3 fow dosen packet buffen i each roker, 404
et peraps e apee of 00% ik sihzsion Whie

2020

O(logW)

1. Paced Traffic
2. Link utilization < 80%

Assumptions

20-50 packet buffers,
all-optical routers.

Consequences

why 2 Multple Flor: commenly ctibeted 1o 8 190 paper by Vilmiar
things had gotten so bad. In partcular, we wondered if the 4 385D (Berkeley UNIX) TCP A variation of Floyd and Jacobson's Random Early 3 Reverse Flow ot i ~
gotter particular, we < Detection (RED) aigorithm [1] s Lsted. Performasce 4 Random Early Detection "TCH flows o a 40 Mb/s ik, they concuded that — be- "
‘was mis-behaving or i mprowed with the e of RED for st volving m 5 Faraew and Deay cae of the dymamics of TCP's comgtion contel £ Morrvnax Axp berscoucrion st
‘The answer to both of these questions was “yes”. Uple fows With RED and quescing capacty 3t or 56 Link Ulration Estimates riths — & router seds cing o to " §
_— abore the delay bandwidth product, congesion collapse the verage sound-rp time of 4 low that pases thr v o ol il Comctl sy 52 PckS e s ip 13}
N 02} 1500 maximum window sze to midy 6 Recommendations 13 mplesnted wing s, on hip SEANL he s, kgl by the capacy of Uh somert - Lage llopical Pl e nfessible,except.
wish o reference tis woek,plasecite[12], ke T e w7 <C i
"This wor of Encrgy Gamber DE-ACO3- s than or e 1 e - . . N 3 frogugert S A B Py e e ey, We e
T by the US. Deparment of Number DE-ACE3. s capuciy et o ol o the oy T Other Comsidertions 1 ¢ ooy v TCP flows. ER e e o o ity o m rean
e o 2 internetworking]: Roviers Netweek operaton oo the ruleokthumb ad rquire e mae DARPAMTO DODN st lopcl vk with o 5 few dones apclpackt
This work was supparted by the U, Department o Commeree, Natiooal Burcau of Standards, under provids performance improvemeat in il but the single 8 Conclusions 1 ot ot 250ms (o more) of bl LA SOk RO ke e i ach o
Gran Nunber 6ONANBSDOS30. i it canmot substtate for adequate queneing - bty ng . The wo. S ot WOINGIS L0234 M Gy Sk v e Secod,f g hcroni s rguired oy 8 few
s ey b e bbby 9 Ackmeviedgment 1 = ”wl Im\mm e MW?] TR L e et oot e o et e 0 0 ML S 5% g pcket il i could educe e compeiy
G e S oo bt g Sy
. S Wakerty Staniod Graduste Flowsb,
Contant 1_Tntrodnction bufleiog grovs Enecly with th fn:
» » »
» » »

v




1988 1994 2004 2006 2008 2020

Congestion Avoidance

and Control
V) & MK

Routers with

Very Small Buffers
ME, YG, AG, NM, TR

High Performance

TCP in ANSNET
CV &CS

Sizing Router

Buffers
GA, IK, NM

Experimental Study of

Router Buffers
NB, YG, MG, NM, GS

Congestion Avoidance and Control*
Routers with Very Small Buffers Experimental Study of Router B Sizing " !
i 'P i NS\ X| imental ludy of Router iZing
Van Jacobson High Performance TCP in ANSNET Sizing Router Buffers Mitala Enschesc, Yoo Garl, Ashis Gos, Nick Mekeov, 10 i Roughes® pel v ufter Sizing
Lawrence Berkeley Laboratory “Depament of Compuer Science, Sunfod University
: Curts Villamizar <curtis Gans net> Ik o) Scsmuaklace Neda Bohesht! Yashar Monia Ghobadi
T st e U e T el otmema
Y | m“:‘" '-'f"'-)’m‘ Uiy S G USh i O o O
November, 1988 Cheng Song <csongGvnet ibm.com> edu i edu Dept of Mangrmces Sek ot Fapionatis. £ St ity nbeheshi@staniord.edu  yganaN@es loronio.edu  monia@cs 1orono.sdu
ovember Mdvantis S oo s _ omuean S Gion
Siriod Saence Uiy o Fraro.
September 12, 1991 Elbon > oot O e
ot otes eqie st hokd pck e g ocke s, ofca ekm@sarior ad orono
it of oo, T s s 1 b e
Introduction P Segment Sixe ) ABSTRACT General Terms s ety ey Sk bl caeuh o o sl ki ittt ot et s
Abstract 32100 St Widw S0 H A et et e b s o Do Pt e e e D s e S
This report concentrate on specific requiremens op ¢ U of cagen o ol el e - prdact o butein o ach Ay it T,
Computer the past few years and o) T e e s “ | 3 TCP Congestion Avoidance 3 mined by control > Keywords outr 50 5 5t o ks ik i, This can b ) b, 3 e o+ bandvid where C i the capacity of the bk, and N b the mumber of (.3 (Compute-Communication Networksl nternc
that growth have come severe congestion problems. For cxample, it is now common to scc. sl of the maench we pored by ANSHET, 24 Fast Retransimit and Recovery 3 i n.‘..mm.: e b 1 i i ko X P o 4 e, Appeser st IO o i i
inemet gateways drop 10% of the incoming packets because of local buffer overflows. o ¥ i e g o g W e P P ! e e b o, st ot bl e ek nterk e e o e b e by V3, Sapcy of . bolenc General T
1 ing e pll e i e iy
Our investigation of some of these problems has shown that much of the cause lics in end-to-end flows. Measurements have been .m 3 Queme Sise Requiremen . — ,,_(,,.,Nm,_ ‘e L wah ik et s b 1. INTRODUCTION AND MOTIVATION withoat sacrifiog throaghpot, where  f the umier e
transport protocol implementations (nof in the protocols themselves): The ‘obvious’ ways Conditions intended 1o beter wndentand performa S e ' e 5 T . e Tt e s Yooy o Yol o ' s g b g e oo, o e e of e e Keywords
to implement a window-based transport protocol can result in exactly the wrong behavior i oy g cois v 34 ot T apacity 5 o e ok md O -;M-\- e L1 Background e g I ST A gk T <OV e s s e e e e e v T, B D S, TOP
in respons to network congestion. We give cxamples of “wrong’ behavior and descrbe e /00 b e e — ek i s e o s pce s, ad e it e o e e et i o e g
same il g ot can b wd t e it iy hppe. The i ANSSET e vy el 1 e Mo 4 Perormance Toting 5 gy s 00 = A e . g o i oy e m‘; ey b ek '“".'Z“"f;‘....:m“;"’ e Y
41 Test Network Conditions i . we. 0 ¢) balfers are sufficient, ©° the teas of thousands, o - o - it del i h o bt £ 1 .
i ik o i) Router Queueing Capacity o ot e, o ol DRANS A i 15 Do o i dky s d e v i S e f e o W ot KIT </ el n Sty v bl et et i g B T e ey
a ,,.ch. conseration” principle. We show how the algorithms deriv from dis princile Perirmane ahanced s Singe TOP Bovs s > H ey et i s and vt of Al e 1 i o o b we could bild (W i, Sy . s e et
e 1o ackieve 10 Mb/a and compeling multpie TCP rahc o i
e ok ot 11/ Tk Gliatoron 147 Mb/s 4 Summaryof Tst Condtions 1 e o puce pacht ncions from v,y 1 few doven ket bl s e roucs, and eyt ot s 1, el b,
In October of '86, the Intenet had the firt of what became a srics of ‘congestion col- e s ke m,ﬂ,“ww,m,,_m,,,m 5o e
Iapses”. During this period, the data throughput from LBL to UC Berkeley (sites separated s TetRemts 1 wmbuyu“hw-(l(l'mmmm)uml;kndlmkru g by e s o s e 1 v o iy e TCP s s i n mcresing il xrio n s o g, e :
'by 400 yards and two IMP hops) dropped from 32 Kbps to 40 bps. We were fascinated by DLt e T N S tingle beckbone k. Ustag thect o bl e el oy e 008 ekt o e - T i, i could faclte the bl alloptical o ean oaar o pop. b 0 375 €/ e e mamber
why 52 Mty N s e of ol ot st ek ey ed b s 954 o 7 Vi nd e e thot bt ca b madesmall caoogh fr . With recet atvences (8, o m] tis now BT e e I TR ol longrived et shr
things bad gotten so bad. In particular, we wondered if the 4.38SD (Berkeley UNIY) TC?. > y ongivd or shot vd TCP Bl T g il e e g e e s Gt e’ G
Detecton (RED) algorthm [1] is teted. Performance 1 Random Eary Detecion n el ek aobop  TCF om0 M k.t croched e, oo i b apchy nd s pove b b e
was mis bebaving or if prowd with the e of RED fo st avolsog mar 5 Fataen and Deln e b s e e of U S f TCP gt o & Mormvnax it o T ool e e BT T e U
‘The answer to both of these questions was “yes™. iple flows. With RED and queueing capacity at o 36 Link Utiration Extimates 12 forence in 1 and & 10Gb/a link carrying 50,000 oo Ineret . ol et gy R ol B e, s i the
_ - Shove the deay anduidlh pvdic, chgeion o el IOV of Wl iy be v 0 e g il Commeretl sty 7Pkt 1 e et i 13 e “‘”-'«Cl'é-‘f e g o
s avoided, allowing the maximum window sze to safely ccommendations implemente using fast, n-chip SRAM. Larger s el i i haoen, To el el o severl sesptis: ()
wichto e s ok, e e (12, et ity g o0 e ° - N ’ ks, T ot mblnoms 8= KT O s sy nge o e e ()
This work the U, Department of Energy ‘Number DE-ACO3- eing capacity greater than or equal o the delay ideration i j i . e e 0t o, et v v (e s, ot e FCFS pucket butlers), We e
o v (S curedly et thon ot o the g 7 Oker Combdarnions u c e b ) e 7 s i il Sy e iy o s R T e P T
This work was supportd by the US. Depariment of Commerce, Natonal Bucau of Sundards, under proides peformasce mprovemcat i a1 bt Uhe sogle 8 Conclusions 1 2 iternctworking]: e b ot s poit J50 (o ey o e SRR St 0 i i o T P
(Grant Number ONANBADOS30. o cae, bt caanol substtate for adequate queneg o B eyl pare Il o b B et b
capacity, particularly i speed fows are o be suj \cknowledgments 9y s now with the Tack- iring ‘buffers complicates router design, - "' Pl "'“'"""""‘”"'"""' Yers, mm fuce umn‘n G
gy plcany g e forsare whe s 8 Acknorlelgment " e R T T M e e e e E LA L I e e bt ol e
s ek e e coamie, o 0G0 ot Gncard e ly "
. e O oy e et
Coantant 1_Totroduction g gows sy with he e
o o
» » » » » -
» » » » »




Buffer Sizing Experiments Are Challenging

Testbed experiments:

* Generate realistic traffic with high accuracy
e Explore a very large space (load, traffic shape, ...)

Real network experiments:
* Packet drops may violate SLAs
* Adjusting buffers not straight forward (device limitations)

Both:

* Accurate measurement of performance metrics not straight forward



Buffer Sizing Experiments

Small Buffers
e Stanford University dorm network
* University of Wisconsin
* Internet2
* Level 3 Communications

Tiny Buffers
* Internet2
e Sprint Advanced Technology Lab
* University of Toronto



Level 3 Communications Experiments

* High link utilization
* Long duration (about two weeks)

e Buffer sizes 190ms (250K packets), 10ms (10K packets), 2.5ms (2500
packets), 1ms (1000 packets)

* Load balancing over 3 links (2.5 Gb/s each)
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Drop vs. Load, Buffer = 190ms, 10ms
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Drop vs. Load, Buffer = 1ms
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Buffer Sizing Experiments

Small Buffers
e Stanford University dorm network
* University of Wisconsin
* Internet2
* Level 3 Communications

Tiny Buffers
* Internet2
e Sprint Advanced Technology Lab
* University of Toronto



Tiny Buffers Experiments

Network of NetFPGA-based switches (20-
100 machines)

* 4 GigE interfaces
* Programmable

Accurate packet injections
Complete TCP stack

Accurate buffer size control
No hidden buffers

Added feature to measure queue
occupancy time series




Experiment Results

Throughput
Flow completion times
Packet drop rates

Input traffic
Delays
Buffer sizes



Results: Pacing and Buffer Size
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Experiment Conclusions

* Small and tiny buffer
: ho change needed

: assumptions are extremely important
* Necessary to guarantee them all over the network
* We need support from network components (both software and hardware)



Summary

B > 2TXC B = 2TxC
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Some ground rules for the day

= 40 different experiences, 40 preconceived notions. Me too.
" Let’s check preconceptions at the door: None of us know for sure.

" Speakers: Please keep you to 15 minutes, including Q&A

=" This afternoon, two discussion sessions:

1. Conclusions: What do we take away from today?
2. Actions: What are the next steps?



Schedule for the day

10.30am — 1.30pm

Sessmn 1: Network Operators

Neda Beheshti Facebook
= Lincoln Dale Google
= TY Huang Netflix
= Honggiang Liu Alibaba
= Ken Duell AT&T
= Joel Jaeggli Fastly

[12.00 — 12.30 Lunch]

= Simon Leinen Switch

= Bob Briscoe CablelLabs

= Chuanxiong Guo Bytedance
= Igor Gashinsky Oath

1.45pm —2.45pm
Session 2: Technology Providers

= Parvin Taheri Cisco

= Francois Labonte Arista

= Golan Schzukin Dune/BCM
= Chang Kim Barefoot

3.00pm —4.00pm
Session 3: Discussion

» Conclusions Neda, Bruce, Nasser
= Actions and Next Steps Yashar, Nick



